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JUDUL 

Pengembangan Robot Teleoperasi Dua Lengan Berbasis Human Machine Interaction Dengan 
Electromyography Dan Inertial Measurement Unit Sensor Untuk Inspeksi Hazardous Area Dan 
Teknologi Asistif  

 
RINGKASAN 

Di dunia ini terdapat area yang berbahaya dari manusia, seperti area tinggi radiasi, atau area 

ranjau bom, oleh karena itu diperlukan robot sebagai pengganti manusia untuk melakukan inpeksi 

area tersebut. Memasuki teknologi 5.0, perkembangan Human–Machine Interaction (HMI) 

semakin meningkat, HMI dimulai dari kendaraan, peralatan industri, komputer, dan saat ini 

memasuki robot teleoperasi. GesMo merupakan robot teleoperasi dua lengan berbasis HMI 

dengan menggunakan sensor EMG (electromyography) dan IMU (Inertial Measurement Unit) 

untuk gerakan tangan, dimana sensor EMG untuk aktivitas lengan dalam mencengkeram dan 

melepaskan, sedangkan sensor IMU dimanfaatkan untuk posisi koordinat alat dengan merekam data 

akselometer, giroskop, dan magnetometer. GesMo juga menggunakan sensor suara untuk perintah 

berjalan, dan sensor kamera untuk monitoring. Sistem komunikasi sof tware yang kompleks diatur 

dalam ROS sebagai f ramework. Dalam penerapannya GesMo juga dapat digunakan sebagai 

teknologi asistif  dikarenakan dapat memudahkan tunadaksa kaki untuk mengambil minum, 

makan, dan lain-lain. Penelitian sistem GesMo dilakukan selama lima tahun yang dimulai dari 

tahun 2023, dengan tahun pertama akan dilakukan perancangan dan pembuatan prototipe, 

kemudian tahun kedua melakukan survey sistem zona kanada dan amerika serikat, tahun ketiga 

dilakukan optimalisasi sistem ROS, sistem monitoring dan perintah suara, kemudian tahun keempat , 

dan tahun terakhir dilakuakan pengembangan inf rastuktur sistem program multi-robot. Luaran yang 

ditargetkan dalam penelitian ini adalah sistem GesMo dan Publikasi Ilmiah Jurnal Internasional. 
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PENDAHULUAN 

A. Latar Belakang 

Prinsip Human–Machine Interaction (HMI) memungkinkan manusia dapat berinteraksi 

dengan mesin(1). Interaksi dimulai dari peralatan sederhana hingga pengembangan teknik 



serta metode terkini(2). Dalam HMI dapat dilakukan kegiatan teleoperasi. Ketika teleoperasi 

diterapkan pada robot, maka manusia dapat mengendalikan robot. Salah satu cara 

teleoperasi untuk pengendalian robot secara remote yaitu dengan menggunakan internet (3). 

Teleoperasi juga dapat menggunakan metode kendali robot dengan teknologi EMG 

(electromyography)(4). Teknologi ini dapat membaca sinyal yang dihasilkan pada saat 

kontraksi dan relaksasi otot[6]. Ketika sensor EMG diletakan pada sendi tangan dan 

dilakukan pergerakan lengan seperti relaksasi dan kontraksi otot maka dihasilkan sinyal 

EMG. Pengendalian robot juga dapat dilakukan dengan menggunakan sensor IMU (Inertial 

Measurement Unit). Sensor IMU yang diletakan di sendi-sendi dapat merekam data 

perpindahan dari akselometer, kemiringan dari giroskop, dan arah hadap sendi dari 

magnetometer untuk menggerakan kedua lengan robot berdasarkan data-data pergerakan 

sendi[11]. EMG dan IMU dapat digabungkan untuk mengembangkan robot dua lengan. EMG 

dan IMU sensor dapat merekam pergerakan lengan kemudian diubah menjadi data koordinat 

dan dikirimkan ke robot untuk menggerakan posisi koordinat dan aktivitas[12]. Data dari 

kedua sensor diterima oleh robot walaupun terpisah dengan jarak yang jauh menggunakan 

internet dengan protokol komunikasi data HTTPS[13].  Untuk menggabungkan internet, EMG, 

dan IMU sensor diperlukan f ramework. Salah satu f ramework yang dapat digunakan adalah 

f ramework ROS (Robotic Operating System). ROS merupakan f ramework pengembangan 

robot yang menyediakan lapisan komunikasi terstruktur di atas sistem operasi [14,p.1]. ROS 

memiliki beberapa tujuan f ilosof is. Tujuan f ilosof is peer-to-peer memudahkan untuk 

menghubungkan antar sensor, opensource memudahkan untuk memodif ikasi struktur sistem 

dari ROS. Robot dua lengan ini dapat diterapkan untuk keperluan inspeksi hazardous area. 

Robot yang berjenis RMS (Robotic Manipulation Systems) cocok digunakan untuk keperluan 

inspeksi hazardous area karena mempunyai kemampuan navigasi omnidirectional wheeled 

yang dapat bergerak kesegala arah[15,16]. Robot ini juga dapat digunakan sebagai teknologi 

asistif  dikarenakan dapat memudahkan tunadaksa kaki untuk mengambil minum, makan, dan 

lain-lain. 

B. Pendekatan pemecahan masalah 

Pendekatan yang akan dilakukan untuk penelitian ini adalah pendekatan Research and 

Development (RnD). Kegiatan dibagi menjadi 2 bagian yaitu research dan development. 

Bagian research meliputi kegiatan menganalisis potensi dan masalah lalu dilakukan 

pengumpulan data. Setelah bagian reasearch selesai, maka selanjutnya dilaksanakan 

bagian development. Bagian development meliputi kegiatan pendesainan GesMo, validasi 

desain, ujicoba pemakaian GesMo oleh peneliti, revisi GesMo apabila hasil ujicoba 

dinyatakan tidak layak, ujicoba GesMo kepada pengguna, revisi desain apabila hasil ujicoba 

kepada pengguna dinyatakan tidak layak, revisi produk kembali, dan produksi masal. 

Tahapan pekerjaan akan dibagi menggunakan metode agile and co -design. Tahapan dalam 

metode ini meliputi conception, setting-up, design, definition of done, testability, 

implementation, dan verification.   

C.  State of the art dan kebaruan 

Dalam perkembangan Human–Machine Interaction (HMI) dimulai dari kendaraan, 

peralatan industri, komputer, dan robot(5–7). Penelitian terbaru yaitu interaksi dengan 

menggunakan teknologi AI (Artif icial Intelligence) dan Machine Learning, yaitu kemampuan 

mesin dalam memahami sinyal biologi bertegangan listrik yang menjadi inputan dalam 

proses control berbasis internet, terdapat dalam beberapa literatur(3,8–11). Control atau 

kendali mesin secara teleoperasi penelitian terdahulu telah dilakukan oleh Laksono dkk 

dengan menggunakan sinyal myoelektrik (EMG) pada 3 target otot lengan atas dapat 

melakukan mapping gerakan tangan sehingga mampu mengontrol gerakan lengan robot (12), 

penelitian teleoperasi pada lengan menggunakan sensor EMG juga telah dilakukan oleh 

Artemiadis dan Kyriakopoulos dengan mengurangi jumlah variabel atau dimensi dalam 

data(13).  

Kemudian Laksono dkk melanjutkan penelitian susulan dengan menggunakan machine 

learning, sensor EMG untuk proses klasif ikasi gerakannya(14). Control atau kendali mesin 

secara teleoperasi juga dapat menggunakan sensor IMU (Inertial Measurement Unit) dengan 

merekam data perpindahan dari akselometer, kemiringan dari giroskop, dan arah hadap sendi 

dari magnetometer, penelitian penggunaan sensor IMU untuk menggerakkan lengan terdapat 



pada beberapa literature(15–17). Penggabungan sensor EMG, IMU, dan internet digunakan 

dalam Robot GesMo dengan memanfaatkan sensor EMG untuk aktivitas lengan dalam 

mencengkeram dan melepaskan, sedangkan sensor IMU dimanfaatkan untuk posisi koordinat 

alat dengan merekam data akselometer, giroskop, dan magnetometer, serta menggabungkan alat 

dengan internet untuk komunikasi HTTPS jarak jauh.  

Penggabungan sensor robotik membuat sistem sof tware menjadi kompleks, maka diperlukan 

f ramework(18). Framework paling popular dan paling luas digunakan di seluruh dunia adalah 

ROS (Robotic Operating System)(19). Meninjau dari beberapa penelitian, ROS digunakan untuk 

pengambil keputusan managemen memori dalam komunikasi beberapa perangkat lunak yang 

kompleks(20,21). Pada penelitian oleh Muratore,dkk f ramework ROS digunakan untuk data 

sensor, navigasi, dan pengendalian robot secara real-time(22). Penelitian f ramework ROS juga 

dilakukan oleh Rivera,dkk untuk fast monitoring dengan verif ikasi secara run-time(23). 

Pemanfaatan Sistem Robot GesMo dapat digunakan untuk Inspeksi Hazardous Area Dan 

Teknologi Asistif . Seperti pada penelitian oleh Sheridan,dkk bahwa robot digunakan untuk tugas-

tugas berat atau berbahaya, seperti dalam industri atau militer(5) sebagai contoh kasus 

menjinakkan bom (24). Penelitian oleh Gupta,dkk memanfaatkan cengkraman robot untuk 

menjinakkan robot(25). Selain digunakkan Inspeksi Hazardous Area, penggunaan Sistem 

GesMo juga dapat digunakan untuk teknologi asistif  sebagai alat bantu. Dalam 

pengembangan alat bantu bagi orang berkebutuhan khusus telah banyak dilakukan oleh 

para peneliti khususnya penggunaan bio-signal untuk proses control seperti pengunaan EMG 

untuk manipulasi lengan robot(12,14,26–29). 

 

D. Peta jalan (roadmap) penelitian 5 tahun ke depan 

 
Gambar 1. Roadmap pengembangan Sistem GesMo secara keseluruhan 

1. Tahun 2023 Perancangan dan Pembuatan Prototipe (Pengembangan tahap 1) 

Meliputi kegiatan perancangan dan pengembangan prototip sistem GesMo secara 

menyeluruh. Untuk tahun pertama pengembangan sistem GesMo ditujukan untuk penyandang 

tuna daksa dan untuk keperluan mendasar kegiatan inspeksi hazardous area.  

2. Tahun 2024-2025 (Pengembangan Tahap 2) 

Tahun kedua pengembangan inf rastruktur komunikasi teleoperasi GesMo jarak jauh melalui 
internet. 

3. Tahun 2026-2027 (Pengembangan Tahap 3) 

Di tahun ketiga atau tahun 2025 dilakukan pengembangan tahap 2, yaitu pengembangan 

inf rastuktur sistem program multi-robot, yaitu mengembangkan agar dalam satu program 

dapat menggerakkan lebih dari satu robot. 

 

 

 

METODE 



 
Metode yang digunakan adalah kombinasi dari metode Agile dan Co-Design dengan tujuan untuk 
mempermudah pembuatan sof tware dan hardware secara terintegrasi. Langkah-langkah yang digunakan 
adalah sebagai berikut ini :  

 
Gambar 2. Peta Metode GesMo 

 
 

A. Conseption (Konseptualisasi)  
Tahap ini dilakukan pembuatan konsep pengembangan prototip GesMo  dimana dilakukan sub 
tahapan :   
1. Analisis kebutuhan teknologi, komponen, dan bahan yang digunakan untuk 

mengembangkan prototip. Adapun terdapat 4 prototip utama yang akan dikembangkan 
yaitu : GesMo Robot, GesMo Arm Band, GesMo Wirst Band, dan GesMo Hub Application. 
GesMo Robot merupakan robot mobile dual-arm yang dapat dikendalikan dari jarak jauh 
baik melalui jaringan lokal maupun melalui jaringan internet. GesMo Arm Band dan GesMo 
Wirst Band merupakan perangkat untuk mengendalikan pergerakan kedua tangan robot 
dari jarak jauh dengan teknologi sensor IMU 9 DOF untuk mengirimkan data koordinat 3 
dimensi, perubahan sudut, percepatan, dan arah hadap lengan. Selain itu terdapat EMG 
sensor yang berguna untuk mengendalikan gerakan menggenggam dan melepas pada 
tangan GesMo Robot. GesMo Hub berperan sebagai penerima data dari GesMo Arm Band 
dan GesMo Wirst Band. Selain itu GesMo Hub berfungsi juga sebagai aplikasi yang 
menampilkan video monitoring yang ditangkap oleh kamera GesMo Robot dan juga dapat 
berfungsi untuk menerima perintah suara berupa perintah “maju”, “mundur”, “kiri”, “kanan”, 
dan “stop” untuk menggerakan perpindahan posisi robot. Data yang diterima oleh GesMo 
Hub akan dikirimkan ke server kemudian GesMo Robot menerima data dari server dan 
bergerak sesuai dengan data dan perintah yang diterima.  
Agar sistem GesMo dapat berjalan maka GesMo dirancang mempunyai f itur-f itur berikut ini 
:  

a. Menangkap data akselerometer, gyroscope, dan magnetormeter pada IMU 9DOF 
sensor. 

b. Menangkap data EMG dengan EMG sensor. 
c. Mendeteksi perintah suara untuk berpindah posisi GesMo Robot.  
d. Menampilkan video monitoring hasil tangkapan kamera GesMo Robot.  
e. Integrasi gerakan lengan dan genggaman tangan GesMo Robot dengan data 

koordinat, perpindahan, perubahan sudut, arah hadap, dan data EMG.  
 

2. Penelitian dan pengembangan konsep sistem GesMo 
 



 
Gambar 3. Gambaran Perangkat GesMo Robot (robot biru), GesMo Arm Band (pada lengan model), 

GesMo Wirst Band (pada pergelangan tangan model), dan GesMo Hub (terinstal pada smartphone yang 
digunakan di dalam head mounted device) 

 
 

 
Gambar 4. Gambaran GesMo Robot dari sudut pandang prespektif  

 
B. Setting-up (Persiapan)  

Dilakukan dengan melakukan perancangan rangkaian elektronik dan perangkat lunak.  Untuk 
membuat fungsi pendeteksian perintah suara maka di bawah ini merupakan diagram alir 
pembuatan fungsi pendeteksian suara dengan menggunakan algoortima LSTM yang 
terintegrasi dengan aplikasi mobile.  
 

 
 

Gambar 5. Diagram alir pengembangan fitur perintah suara untuk mengendalikan perpindahan lokasi 
GesMo Robot dari tahap pengumpulan data audio hingga pada tahap evaluasi fitur yang dikembangkan 

 
 
 



 
Gambar 6. Diagram alir LSTM model training untuk membangun fitur pendeteksi perintah suara 

 
 
 
Di bawah ini merupakan contoh dari sample perintah suara yang direkam untuk training 
model LSTM.  
 

   
Gambar 7. Sample perintah suara maju (gambar kiri) dan mundur (gambar kanan) 

   
Gambar 8. Sample perintah suara kanan (gambar kiri) dan kiri (gambar kanan) 

 
 
Hasil Feature Extraction pada sample perintah suara yang diambil dapat dilihat pada 
gambar di bawah ini  
 

   
Gambar 9.Hasil Proses Feature Extraction MFCC untuk perintah suara “kiri” 

 
 



     
Gambar 10. Hasil Feature Extraction MFCC untuk perintah suara “kanan” 

     
Gambar 11. Hasil Feature Extraction MFCC untuk perintah suara “maju” 

    
Gambar 12. Hasil Feature Extraction MFCC untuk perintah suara “mundur” 

 
 

 
C. Design (Desain)  

Pada tahap ini dilakukan pengembangan sistem prototip yang terdiri dari 
1. Desain arsitektur sistem  



 
Gambar 13. Desain arsitektur komunikasi data dari perangkat GesMo Robot, GesMo Arm Band, GesMo 

Wirst Band, dan GesMo Hub Application. 

2. Desain rangkaian mekanik 

 
Gambar 14. Gambaran rancangan komponen GesMo Robot untuk melakukan perpindahan lokasi  

 
3. Desain antarmuka pengguna  



       
Gambar 15. Rancangan antar muka GesMo Hub Application untuk halaman beranda (kiri) dan 

halaman monitoring (kanan) 

 
 
 

 
Gambar 16. Rancangan antar muka GesMo Hub Application untuk halaman instruksi pengguna 

 
D. Definition of Done (Definisi Selesai)  

Pada tahap ini dilakukan pengecekan ulang f itur-f itur yang telah dikembangkan berdasarkan 
indikator-indikator pencapaian pengembangan proto tip dan sisitem. Dilakukan penilaian secara 
internal oleh tim untuk mengetahui prototip yang dikembangkan telah selesai atau perlu 
dilanjutkan pengembangannya. 



 
E. Testability (Uji Coba)  

1. Pelaksanaan alpha test 
Alpha test dilakukan dengan menggunakan metode black box testing untuk menguji 
fungsionalitas f itur-f itur yang dibuat  
 

2. Perbaikan error dan uji coba ulang  
 

F. Implementation (Implementasi)  
1. Pemantauan dan evaluasi penggunaan prototip 

Pada tahap ini dilakukan pemantauan sekaligus melakukan evaluasi dengan cara 
mengimplementasikan prototip kepada pengguna baik itu pengguna tuna daksa dan 
pengguna untuk kegiatan inspeksi hazardous area. Evaluasi dilakukan dengan 
menggunakan metode beta test. Peneliti membuat instrument untuk pemantauan dan 
kuesioner feedback dibagikan kepada pengguna agar pengguna dapat ikut berpartisipasi 
dalam kegiatan evaluasi.  
 

2. Pemeliharaan dan perbaikan sistem secara berkala 
Pemeliharan dan perbaikan dilakukan dengan tujuan untuk memperbaiki sistem hingga 
sistem dikatakan siap untuk diluncurkan.  
 

G. Verification   
Tahap verif ikasi adalah tahap untuk memastikan bahwa prototip yang dikembangkan telah 
diverif ikasi oleh pengguna kelayakannya sehingga ketika diluncurkan maka dapat diterima oleh 
pengguna, adapun untuk memverif ikasi dilakukan beberapa tahapan berikut ini :   
1. Uji penerimaan pengguna  

Uji penerimaan pengguna dilakukan dengan menggunakan instrumen usability testing dan 
dengan menggunakan Technology Acceptance Model (TAM) 
 

2. Diseminasi  
Diseminasi dilakukan dengan meluncurkan prototip  untuk dilanjutkan pada tahap 
pengembangan berikutnya sesuai dengan tahun berjalannya pengembangan. 

  



 
JADWAL PENELITIAN 

 

Tahun ke-1:  

No Nama Kegiatan 
Bulan 

1 2 3 4 5 6 7 8 9 10 11 12 

1 

Conception 

• Analisis kebutuhan 

• Literatur review untuk mengetahui 
keterbaruan dan teknologi terkini 

            

2 

Setting-up 

• Perancangan GesMo secara 
keseluruhan 

            

3 

Design 

• Pengembangan prototip GesMo 

Robot 

• Pengembangan prototip GesMo  Arm 
Band 

• Pengembangan prototip GesMo 
Wirst Band 

• Pengembangan prototip Hub 
Application 

            

4 

Definition of done 

• Pengecekan dan penilaian kesiapan 
sebelum ditetapkan untuk siap 
diujikan ke pengguna 

            

5 

Testability 

• Pengujian alpha test dengan 

menggunakan black box testing 

            

6 
Implementation 

• Pengujian sistem GesMo di 
lapangan secara terbatas  

            

7 

Verification 

• Pengujian keberterimaan pengguna 
dengan model TAM dan SUS 

• Diseminasi sistem GesMo 

• Publikasi ilmiah jurnal internasional 
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